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Motivation

Israel headlines from https://www.allsides.com [06.01.2024]
Ramy Baly et al., We Can Detect Your Bias: Predicting the Political Ideology of News Articles
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● The viewpoint of authors and 
news outlets influences how a 
story is told

● Consuming news only from one 
side can lead to extreme political 
ideology

● It is important to make the reader 
aware of political bias

● Balance bias in search results



www.tugraz.at ■

NewSHead 
dataset

Datasets

https://github.com/google-research-datasets/NewSHead; https://github.com/ramybaly/Article-Bias-Prediction
https://huggingface.co/datasets/rjac/all-the-news-2-1-Component-one
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Article-Bias-Prediction

all-the-news dataset
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Overview

Process diagramm 
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Political Bias Classification

● inspired by “We Can Detect Your 
Bias: Predicting the Political 
Ideology of News Articles” 

● classifier on top of BERT
● classes: left, center, right
● almost reproduced test accuracy: 

77% / 79.83%

Ramy Baly et al., We Can Detect Your Bias: Predicting the Political Ideology of News Articles
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Training process over 20 epochsArticle-Bias-Prediction dataset
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Analysis of IR-Eval Dataset

Union all-the-news dataset and NewsSHead dataset 
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Publisher bias (created using bias-classifier) for 
outlets with 1000 or more publications

Overall bias (created using bias-classifier)

Query relevance (created when combining 
with the NewsSHead dataset)
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IR Pipeline

● Simple two-stage IR pipeline
○ S1: Okapi BM25
○ S2: pre-trained cross-encoder

● Political bias correction (PBC) methods 
in each stage
○ S1: ensure configured minimum docs 

for each class
○ S2: interleave top interleave_k docs 

by bias class (alternating if possible)
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Political Balance Metric for Search Results

● position-sensitive
● class-based 

(left/center/right)
● normalized
● intuitive
● probability-based
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Political Balance Metric for Search Results
(proposed new metric)

● position-sensitive
● class-based 

(left/center/right)
● normalized
● intuitive
● probability-based 

(but we used one-hot 
encoded probs in the eval 
pipeline)
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b≈0.999 for [l, r, c, c, r]
b=0        for [l, l, l, l, l]
b≈0.34   for [l, l, l, l, r]
b≈0.66   for [l, l, l, c, r]
b≈0.96   for [c, r, l, l, l]
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Evaluation Results (mean values, rounded to 3 decimals, N=1000 queries)
k = 50, PBC stage_1_min_fraction_per_class = 20%, PBC stage_2_interleave_k = 10

Datum wie Fußzeilentext zentral eingeben  
Fußzeilentext im Menüpunkt „Kopf- und Fußzeile“ eingeben und für alle Folien übernehmen  
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mean(actual relevant doc count) = 3.1
mean(optimal political balance for optimal IR pipeline) = 0.620
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Future work

● Evaluate our proposed metric based on different scenarios and let 
some statistics expert verify whether it makes sense

● Evaluate PBC methods more intensely
○ using SOTA IR-system
○ using different parameters for PBC methods
○ compare resulting rankings w/ and w/o PBC while ignoring actual 

relevant docs
○ w/ and w/o PBC on ranking-focused datasets

(e.g. some news subset of MS MARCO)
○ use established and peer-reviewed metrics for diversity and 

popularity in search results
● More advanced PBC methods sensitive to relevance-score for reranking
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Conclusion

● Proposed tunable methods for political bias correction in rankings
● Proposed intuitive metric for measuring political balance in search 

results
● Prototype for enhancing end-to-end IR pipeline with PBC methods

○ current results do not show a clear favorable trade-off (!)
■ larger drop in nDCG than rise in masked political balance
■ evaluation on more suitable dataset (more relevant documents per 

query) necessary
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