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Research Question Motivation

Save space if smaller summarizations are sufficient for searches

Evaluate practical summarization performance

Evaluate amount of data needed for Word2Vec training

What effect does 
document 
summarization 
have on Word2Vec 
based retrieval 
performance?
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Summarization

Text-To-Text Transfer
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Reducing CleaningFetching

Dataset processing
Preparation Steps

Download data from repo, if necessary

Extract files for local usage

Train Word2Vec model on reduced corpus, 

queries & summaries (+ optionally 

non-used document words)

Reduce corpus & queries to match 

available relevance scores 

Remove irrelevant characters, like unicode 

hex sequences or HTML encodings

Data pairs without useful (tokenizable) 

remaining data filtered during runtime of 

evaluation

ⓘ



Processing Word2VecLoading

Dataset processing
During Execution

Load data files for evaluation

corpus.reduced.jsonl

queries.reduced.jsonl

summaries.jsonl

Load relevance scores

qrels/test.tsv

Remove punctuation Embed words using Word2Vec model

Get document vectors by averaging
Remove stopwords

Tokenize words

Stem words



Retrieval
Cosine Similarity
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Document ids
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Conclusion

Limitation:

T5 performance

Bias:

Learnings:

Unextended, reduced data sufficient for Word2Vec training

Use Skip-gram for small datasets

Data only contains short, english texts

Worse but sufficient retrieval performance for summarized docs



Thank you for listening.
We are happy to answer any questions about the project.

GitHub Repository
github.com/muehlt/marco-polo

Dataset MS Marco
microsoft.github.io/msmarco/

https://microsoft.github.io/msmarco/
https://github.com/muehlt/marco-polo

