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● Share your views on our tutorial on Twitter: #wsdm23trustworthy
● Interact, ask/vote questions, on site & online 

What about you? 



1. Introduction - 15’ 
Background, motivation, objectives, relevance to community

2. Trustworthy AI - 45’
Introduction, requirements, from ethics guidelines to regulation

3. Fairness and non-discrimination - 45’ + + break (30)’
Categories of bias and fairness, relation to non-discrimination, definition and 
measurement of bias and fairness, algorithms to mitigate biases and improve 
fairness

4. Transparency - 45’
Categories of transparency, explainability and justification, traceability and 
auditability, documentation

5. Open Challenges - 15’

Tutorial Slides: https://socialcomplab.github.io/Trustworthy-ARS-Tutorial-WSDM22
https://www.cp.jku.at/tutorials/WSDM2023_TARS.pdf 

Overview

https://socialcomplab.github.io/Trustworthy-ARS-Tutorial-WSDM22
https://www.cp.jku.at/tutorials/WSDM2023_TARS.pdf


Part 1:
Introduction



e-commerce/products music

jobs

social networking 
/ information travel

movies / tv

Information Retrieval (IR) and Recommender Systems 
(RS) are Ubiquitous Algorithmic Ranking Systems



● From decision support / information seeking tools → socio-technical systems 
● Create, control, limit exposure & access, shape opinion, influence behaviour: 

○ e.g., jobs, products, information, opportunities

Raises Ethical 
Questions

Societal Impacts of IR & RS



• Multidisciplinary perspective: law, ethics, sociology, economics, psychology, 
etc.

• EU Charter of Fundamental Rights 
(https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-c
harter-fundamental-rights_en)

• RS & IR/search engines as part of Artificial Intelligence: 
◦ EU Ethical Principles for Trustworthy AI (https://op.europa.eu/s/pXjd)

◦ EU Regulatory Framework proposal on AI - 2021 
(https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai)

◦ EU Digital Services Act (more details later) 
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-account
able-online-environment_en 

Not Only a Technological or Algorithmic Problem

https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-charter-fundamental-rights_en
https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-charter-fundamental-rights_en
https://op.europa.eu/s/pXjd
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en


Chinese AI Governance Approaches

https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127

https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127


US Initiatives

• The Artificial Intelligence Initiative Act (116th Congress 2019-2020, S.1558): 
https://www.congress.gov/bill/116th-congress/senate-bill/1558/text

• White House’s Office of Science and Technology Policy released a draft Guidance for 
Regulation of Artificial Intelligence Applications: 
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of
-AI-1-7-19.pdf 

• Regulations in different states, e.g. California on Automated Decision Systems for 
Employment and Housing. 

https://www.dfeh.ca.gov/wp-content/uploads/sites/32/2022/03/AttachB-ModtoEmployReg
Automated-DecisionSystems.pdf

https://www.congress.gov/bill/116th-congress/senate-bill/1558/text
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://www.dfeh.ca.gov/wp-content/uploads/sites/32/2022/03/AttachB-ModtoEmployRegAutomated-DecisionSystems.pdf
https://www.dfeh.ca.gov/wp-content/uploads/sites/32/2022/03/AttachB-ModtoEmployRegAutomated-DecisionSystems.pdf


Part 2: 
Trustworthy AI 
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Trustworthy /ˈtrʌstˌwɚði/ 

: able to be relied on to do or provide what is needed 
or right; deserving of trust; worthy of confidence.



 

System-oriented 

Extraction and inference 
of meaningful information 

from large collections.

Socio-technical system

Interaction with the social 
system, e.g. business 
processes, organizations, 
society (law, culture). 

Markus Schedl, Emilia Gómez and Julián Urbano (2014), "Music Information Retrieval: 
Recent Developments and Applications", Foundations and Trends in Information Retrieval: 
Vol. 8: No. 2-3, pp 127-261. http://dx.doi.org/10.1561/1500000042 

Paradigm change

15



Hupont, I., & Gomez, E. (2022). Documenting use cases in 
the affective computing domain using Unified Modeling 
Language. Affective Computing and Intelligence 
Interaction https://arxiv.org/abs/2209.09666v1 

16

From systems to use cases: example

https://arxiv.org/abs/2209.09666v1


1. Lawful -  respecting all applicable laws and 
regulations.

2. Ethical - respecting ethical principles and 
values.

3. Robust - both from a technical perspective while 
taking into account its social environment. Avoid 
intentional/unintentional harm. 

17

Ethics guidelines for Trustworthy AI (2019)



KR1. Human 
agency and 

oversight

KR2. Technical 
robustness and 

safety

KR3. Privacy 
and data 

governance

KR4. 
Transparency

KR5. Diversity, 
non-

discrimination 
and fairness

KR6. Societal 
and 

environmental 
well-being

KR7. 
Accountability

7 Key Requirements for 
Trustworthy AI

To be continuously evaluated 
and addressed throughout the 

AI system’s life cycle

18



Description
AI systems should empower human beings, 
allowing them to make informed decisions 
and fostering their fundamental rights. 

At the same time, proper oversight 
mechanisms need to be ensured, which can 
be achieved through human-in-the-loop, 
human-on-the-loop, and human-in-command 
approaches.

Related topics
● Relevant user interfaces and HCIs. 
● Ways to override or reverse the system output.
● Expertise needed to operate a system, how to 

evaluate its correct operation. 

Questions: 
- How does an affective music 

recommender may empower a listener?
- How listeners can take control of a music 

recommender system?

KR1. Human agency and oversight

KR1. Which are relevant human oversight mechanisms for a web search engine? 



KR1. Which are relevant human oversight mechanisms for a 
web search engine?KR1. Which are relevant human 
oversight mechanisms for a web search engine?KR1. Which 
are relevant human oversight mechanisms for a web search 
engine?KR1. Which are relevant human oversight 
mechanisms for a web search engine?

ⓘ Start presenting to display the poll results on this slide.

https://www.sli.do/features-google-slides?interaction-type=V29yZENsb3Vk
https://www.sli.do/features-google-slides?payload=eyJwcmVzZW50YXRpb25JZCI6IjFKQWxBVlZVQkU4YWtWLThwNm9mb09wMU5UZkhBNE0tVEU0M1dsZDZ5NmpVIiwic2xpZGVJZCI6IlNMSURFU19BUEk1MDAzMDIzMl8wIn0%3D


Description
AI systems need to be resilient and 
secure. They need to be safe, ensuring a 
fall back plan in case something goes 
wrong, as well as being accurate, reliable 
and reproducible. That is the only way to 
ensure that also unintentional harm can be 
minimized and prevented.

Related topics
● Accuracy level, metrics,
● Robustness tests: unintended (e.g. noise) 

or intended errors (e.g. attacks).
● Consideration of edge cases. 
● Reproducibility, open science. 

KR2. Technical robustness and safety

Considerations in information retrieval and 
search engines:

● Evaluation metrics vary.
● Robustness tests not widely applied.
● Reproducibility fostered in IR 

research, but limited in real-world 
scenarios. 



Description
Besides ensuring full respect for privacy and data 
protection, adequate data governance 
mechanisms must also be ensured, taking into 
account the quality and integrity of the data, and 
ensuring legitimised access to data.

Related topics
● Protection of personal data and data minimization, 

anonymization. 
● Privacy-preserving algorithms.
● Define how to collect, label, process, audit and monitor the 

data that goes into developing models.
● Define which data is really needed. 
● Datasets used for training and validation should be relevant, 

without errors and representative: ensure data is up to date, 
matches demographics, carry out sanity checks.

KR3. Privacy and data governance



Challenges:

• Privacy vs personalization.  
• Implicit and explicit user data. 
• Consent: understandability and 

control.
• Time dimension.
• Minimization of personal data.

• Different legal approaches 
(e.g. EU - GDPR vs US).

• Different levels of personal data:

○ Nominative data leading to the identification of 
natural persons.

○ Data leading to identification through 
“complex” processes.

Pierre Saurel, Francis Rousseaux, & Marc Danger. (2014). On The Changing Regulations of Privacy and Personal Information in MIR. 
Proceedings of the 15th International Society for Music Information Retrieval Conference, 597–602. 
https://doi.org/10.5281/zenodo.1416638

KR3. Privacy and data governance



J. S. Gómez-Cañón et al., "Music 
Emotion Recognition: Toward new, 
robust standards in personalized and 
context-sensitive applications," in 
IEEE Signal Processing Magazine, 
vol. 38, no. 6, pp. 106-114, Nov. 
2021, doi: 10.1109/MSP.2021.3106232.

KR3. Privacy and personalization

KR3. Do you handle any personal 
data in your research?



KR3. Do you handle any personal data in 
your research?

ⓘ Start presenting to display the poll results on this slide.

https://www.sli.do/features-google-slides?interaction-type=TXVsdGlwbGVDaG9pY2U%3D
https://www.sli.do/features-google-slides?payload=eyJwcmVzZW50YXRpb25JZCI6IjFKQWxBVlZVQkU4YWtWLThwNm9mb09wMU5UZkhBNE0tVEU0M1dsZDZ5NmpVIiwic2xpZGVJZCI6IlNMSURFU19BUEkxNTk3NTQ2NTIzXzAifQ%3D%3D


Description
● The data, system and business models linked to 

AI should be transparent. Traceability mechanisms 
can help achieving this.

● AI systems and their decisions should be explained 
in a manner adapted to the stakeholder concerned. 

● Humans need to be aware that they are interacting 
with an AI system, and must be informed of the 
system’s capabilities and limitations.

Related topics
How the system is built and evaluated, training data, limitations. 
How the system is monitored, e.g. logs.
How the system is controlled, e.g. how to interpret its outputs. Potential misuse. 
Pre-determined changes, expected lifetime and 
necessary maintenance/care measures.
Communication to users, e.g. generative models.

KR4. Transparency

https://algorithmic-transparency.ec.europa.eu/index_en 

https://algorithmic-transparency.ec.europa.eu/index_en


● Transparency can serve to empower 
people to challenge AI systems.

● Users → fake news, impersonation. 
● Artists & creators →  intellectual 

property, e.g. training data has 
copyright, infringement on the 
engineer. 

Gómez, E., Blaauw, M., Bonada, J., Chandna, P., & Cuesta, H. (2018). 
Deep learning for singing processing: Achievements, challenges and 
impact on singers and listeners. arXiv preprint arXiv:1807.03046.
Sturm B., Iglesias M, Ben-Tal O, Miron M, Gómez E. Artificial 
Intelligence and Music: Open Questions of Copyright Law and Engineering 
Praxis. Arts. 2019; 8(3):115. https://doi.org/10.3390/arts8030115 

KR4. Transparency: generation

KR4. Which information should the user know about a web 
search engine or list of retrieved items in order to challenge it?

https://doi.org/10.3390/arts8030115


KR4. Which information should the user have about a 
search/IR engine in order to challenge it?KR4. Which 
information should the user have about a search/IR 
engine in order to challenge it?

ⓘ Start presenting to display the poll results on this slide.
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Description
Unfair bias must be avoided, as it could have multiple 
negative implications, from the marginalization of 
vulnerable groups, to the exacerbation of prejudice and 
discrimination. Fostering diversity, AI systems should 
be accessible to all, regardless of any disability, and 
involve relevant stakeholders throughout their entire life 
cycle.

Related topics
Demographics, gender, sex, age, ethnicity, culture, religion, 
sexual orientation, political orientation, culture….

KR5. Diversity, non-discrimination and fairness

Strong research on bias and 
fairness, Part 2. 



== Innovation, creativity; Lack of diversity == bias 
Ensuring diversity and inclusion (UNESCO)
● Respect, protection and promotion of diversity.
● Consider personal choices, including the optional use of AI systems and its 

co-design.
● Overcome lack of necessary technological infrastructure, education and skills, as 

well as legal frameworks.
● Dimensions: gender, age, cultural origin, language, political opinion, … 

Relevant topics 
- Demographic diversity 
- Diversity by design 

Recommendation on the Ethics of Artificial Intelligence, UNESCO https://www.unesco.org/en/artificial-intelligence/recommendation-ethics 
Porcaro, L., Castillo, C. and Gómez, E., 2021. Diversity by Design in Music Recommender Systems. Transactions of the International Society for Music Information Retrieval, 4(1), pp.114–126. DOI: 
http://doi.org/10.5334/tismir.106 

KR5. Diversity: motivation

https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
http://doi.org/10.5334/tismir.106


https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-th
at-showed-bias-against-women-idUSKCN1MK08G 

Zhang, D., et al. The AI Index 2021 Annual Report. AI 
Index Steering Committee, Human-Centered AI Institute, 
Stanford University, Stanford, CA, March 2021. 

KR5. Demographic diversity

How diverse is our group now?

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G


KR5. What best describes your 
affiliation?

ⓘ Start presenting to display the poll results on this slide.
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KR5. Country of affiliation
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KR5. Country of origin

ⓘ Start presenting to display the poll results on this slide.
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KR5. Gender

ⓘ Start presenting to display the poll results on this slide.

https://www.sli.do/features-google-slides?interaction-type=TXVsdGlwbGVDaG9pY2U%3D
https://www.sli.do/features-google-slides?payload=eyJwcmVzZW50YXRpb25JZCI6IjFKQWxBVlZVQkU4YWtWLThwNm9mb09wMU5UZkhBNE0tVEU0M1dsZDZ5NmpVIiwic2xpZGVJZCI6IlNMSURFU19BUEkxODI5MDIyNTQ0XzAifQ%3D%3D


KR5. Age
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Which keywords describe your research 
topic?

ⓘ Start presenting to display the poll results on this slide.
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Monitor

Implement 
diversity 
initiatives

Set diversity 
targets

1

I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," in IEEE Transactions on 
Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .

KR5. Demographic diversity



● Dimensions: 
○ Gender, sexual orientation
○ Age, seniority
○ Racial, ethnicity / geographical origin or location 
○ Institution type: academia, industry, government,… 
○ Disabilities 
○ Topics: disciplines, methodologies, aspects

● Targets: increase diversity, a collective decision?

I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," 
in IEEE Transactions on Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .

Monitor

Implement 
diversity 
initiatives

Set diversity 
targets

KR5. Demographic diversity



I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," 
in IEEE Transactions on Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .

Monitor

Implement 
diversity 
initiatives

Set diversity 
targets

KR5. Demographic diversity



I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," 
in IEEE Transactions on Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .
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KR5. Demographic diversity



I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," 
in IEEE Transactions on Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .

Monitor

Implement 
diversity 
initiatives

Set diversity 
targets

KR5. Demographic diversity

Indicators:
 
● Dual-concept diversity (McDonald and Dimmick, 2003)

a. Variety: number of categories in a population.
b. Balance: evenness of distribution across categories. 

● Examples: Shannon, Pielou, Simpson, 
Herfindahl-Hirschman. 

● 3rd dimension to account for similarity among 
categories - disparity: Rao-Stirling index (Stirling, 2007)

● Weighting of different dimensions.

42



I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," 
in IEEE Transactions on Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .

Monitor

Implement 
diversity 
initiatives

Set diversity 
targets

KR5. Demographic diversity

https://divinai.org/ 

● Lack of curated data (country, gender, institution type, topics)
● Ethical concerns: privacy, labeling. 

https://divinai.org/


I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," 
in IEEE Transactions on Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .
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KR5. Demographic diversity



Monitor

Implement 
diversity 

initiatives

Lack of tools/metrics
Needed for impact assessment

Set diversity 
targets

Dimensions
Desired 
targets

Context-dependent
Linked to targets

I. Hupont, S. Tolan, P. Frau, L. Porcaro and E. Gómez, "Measuring and fostering diversity in Affective Computing research," in IEEE Transactions on 
Affective Computing, doi: 10.1109/TAFFC.2023.3244041 .

KR5. Demographic diversity



Music Recommender System Diversity

Item Diversity User Diversity 
Behavioural 

Diversity 
(Interactions)

Item Features
User 

Characteristics 

Content Source

Perceived  Diversity 

Poietic Domain Esthetic Domain

- Audio Signal 
- Metadata 
- Taxonomies
- ...

- Demographics
- Personality Traits
- Personal Values
- ...

Exposure Exposure

Lorenzo Porcaro, 
Assessing the Impact 
of Music 
Recommendation 
Diversity on 
Listeners, PhD 
thesis, Universitat 
Pompeu Fabra, 2022.

KR5. Diversity by design



Description
AI systems should benefit all human 
beings, including future generations. It must 
hence be ensured that they are sustainable 
and environmentally friendly. Moreover, 
they should take into account the 
environment, including other living beings, 
and their social and societal impact should 
be carefully considered. 

Related topics
● Impact on jobs and skills.
● Computing ressources. 

KR6. How will IR/search engines affect workspaces?

Tolan, S., Pesole, A., Martínez-Plumed, F., Fernández-Macías, E., Hernández-Orallo, J., & Gómez, E. (2021). Measuring the occupational impact of AI: 
tasks, cognitive abilities and AI benchmarks. Journal of Artificial Intelligence Research, 71, 191-236.
Emilia Gómez (2020). Human and Machine Intelligence: A Music Information Retrieval Perspective. Keynote speech, 11th International Conference on 
Computational Creativity.

KR6. Societal and environmental well-being



KR6. How is web search and data 
mining affecting workspaces? KR6. How 
is web search and data mining affecting 
workspaces? 
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• Creative and performing artists
• Architects, planners, surveyors, 

designers
• Artistic, cultural and culinary 

associate professionals

• Creativity and resolution
• Accounting
• Business

• Communication
• Conceptualization
• Text comprehension
• Attention and search
• Quantitative reasoning 

• AI exposure score
• Few benchmaking initiatives on 

creative systems

Songul Tolan, Annarosa Pesole, Fernando Martínez-Plumed, Enrique 
Fernandez-Macias, José Hernández-Orallo & Emilia Gómez, 
“Measuring the Occupational Impact of AI: Tasks, Cognitive 
Abilities and AI Benchmarks”, JRC Working Papers on Labour, 
Education and Technology 2020-02, Joint Research Centre (Seville 
site).

KR6. Societal well-being: jobs
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“Measuring the Occupational Impact of AI: Tasks, Cognitive 
Abilities and AI Benchmarks”, JRC Working Papers on Labour, 
Education and Technology 2020-02, Joint Research Centre (Seville 
site).

KR6. Societal well-being: jobs



Training

Evaluation: version identification, 
accuracy-scalability plane. 
Embedding distillation 
techniques: less storage, faster 
retrieval and similar accuracy 
(Yesiler et al. 2022).

NIME Conference Environmental 
Statement
https://eco.nime.org/ 

Traditional systems

DL systems

Scalability

Accuracy

F. Yesiler, J. Serrà, E. Gómez. Less is more: Faster and 
better music version identification with embedding 
distillation, ISMIR 2020. 

Jukebox, Open AI (2020)

Evaluation

KR6. Environmental well-being

https://eco.nime.org/


Description
Mechanisms should be put in place to 
ensure responsibility and accountability for 
AI systems and their outcomes. Auditability, 
which enables the assessment of 
algorithms, data and design processes 
plays a key role therein, especially in critical 
applications. Moreover, adequate an 
accessible redress should be ensured.

Related topics
● Reproducibility and open data, code. 
● Algorithmic audits. 
● Specially difficult in complex systems.

K7: Which are the challenges to reproduce an 
existing paper, e.g. audit an IR system?

KR7. Accountability



K7: Which are the challenges you have 
found to reproduce an algorithmic 
system?K7: Which are the challenges you 
have found to reproduce an algorithmic 
system?
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Newly 
addressed

Some  
research

Strong 
background

KR1. Human 
agency and 
oversight

KR2. Technical 
robustness and 

safety

KR3. Privacy and 
data governance

KR4. 
Transparency

KR5. Diversity, 
non-discriminatio

n and fairness

KR6. Societal 
and 

environmental 
well-being

KR7. 
Accountability

7 Key Requirements for 
Trustworthy AI

To be continuously evaluated 
and addressed throughout the 

AI system’s life cycle



From ethical guidelines to legal requirements

AI Act: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206  **Under negotiation**

Legal requirements:

• Robustness, accuracy and cybersecurity.
• Human oversight (measures built into the system 

and/or to be implemented by users).
• Ensure appropriate degree of transparency and 

provide users with information on capabilities and 
limitations of the system and how to use it.

• Technical documentation and logging capabilities 
(traceability and auditability). 

• High-quality and representative training, validation 
and testing data.

• Risk management.

AI Act - Scope: AI systems (software products) KR1. Human 
agency and 
oversight

KR2. Technical 
robustness and 

safety

KR3. Privacy and 
data governance

KR4. 
Transparency

KR5. Diversity, 
non-discriminati
on and fairness

KR6. Societal 
and 

environmental 
well-being

KR7. 
Accountability

 
 

 

Unacceptable 
risk

High risk

‘Transparency’ risk

Minimal or no 
risk

Prohibited 

Permitted subject to compliance 
with AI requirements and ex-ante 
conformity assessment

Permitted subject to 
information/transparency 
obligations

Permitted with 
no restrictions

*Not mutually 
exclusive

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206


● Risk management. 
● Transparency of recommender systems, online 

advertisement. 
● External & independent auditing, internal compliance 

function and public accountability.
● Data sharing with authorities and researchers. 
● Crisis response cooperation.

Digital Services Act: 
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital-s
ervices-act-ensuring-safe-and-accountable-online-environment_en 
Currently entering into force! 

Digital Services Act - Scope: digital services (e.g. search engines, online platforms)

From ethical guidelines to legal requirements

> 45M users

https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en


PRINCIPLES
● Proportionality and Do No Harm
● Safety and security
● Fairness and non-discrimination
● Sustainability
● Right to Privacy, and Data Protection
● Human oversight and determination 
● Transparency and explainability
● Responsibility and accountability
● Awareness and literacy
● Multi-stakeholder and adaptive governance and 

collaboration

https://unesdoc.unesco.org/ark:/48223/pf0000381137 

Towards worldwide recommendations

https://unesdoc.unesco.org/ark:/48223/pf0000381137


Audience Q&A Session
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Part 3: 
Bias, Fairness, and Non-discrimination



• EU Regulation
• Bias from various perspectives
• Relation to fairness and non-discrimination
• Measuring biases (demographics, personality, popularity)
• Strategies to mitigate bias and improve fairness

Outline
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7 Key Requirements for 
Trustworthy AI

To be continuously evaluated 
and addressed throughout the 

AI system’s life cycle
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Requirements for Trustworthy AI



• EU Regulatory Framework for AI 
(https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai)

• EU Charter of Fundamental Rights 
(https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-chart
er-fundamental-rights_en)

Article 21: Non-discrimination
1. Any discrimination based on any ground such as sex, race, colour, ethnic or social origin, genetic features, language, religion or 
belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation shall be 
prohibited.
2. Within the scope of application of the Treaties and without prejudice to any of their specific provisions, any discrimination on 
grounds of nationality shall be prohibited.

Article 23: Equality between women and men

1. Equality between women and men must be ensured in all areas, including employment, work and pay.
2. The principle of equality shall not prevent the maintenance or adoption of measures providing for specific advantages in favour of 
the under-represented sex.

EU Regulations

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-charter-fundamental-rights_en
https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-charter-fundamental-rights_en


Biases from a High-level Perspective

● Societal Bias: Discrepancy between how the world should be 
and how it actually is (e.g., equal representation of genders in 
jobs/positions vs. actual over/underrepresentation of genders)



Biases from a High-level Perspective

● Societal Bias: Discrepancy between how the world should be 
and how it actually is (e.g., equal representation of genders in 
jobs/positions vs. actual over/underrepresentation of genders)

● Statistical Bias: Discrepancy between how the world is and how 
it is encoded in the system or created machine learning model 
(e.g., data does not reflect population at large; in RSs often a 
community bias)



Decisions made by IR and RSs are affected by 
various biases (influencing each other), 
originating from:
• Data: e.g., unbalanced dataset w.r.t. group of 

users → demographic bias, community bias
• Algorithms: e.g., reinforcing stereotypes or amplify 

already popular content 
(“rich get richer” effect) → popularity bias

• Presentation: e.g., positions of recommended 
items on screen

• User cognition or perception: e.g., serial position 
effect, confirmation bias

Biases in Retrieval and Recommender Systems

cognitive biases

algorithmic/model 
biases

presentation
biases

co
nt

en
t, 

ite
m

s

interactio
ns

training data

data biases

[Di Noia et al., 2022]



Additional cognitive biases:
• https://en.wikipedia.org/wiki/List_of_c

ognitive_biases
• https://commons.wikimedia.org/wiki/F

ile:Cognitive_bias_codex_en.svg 
• https://www.visualcapitalist.com/50-c

ognitive-biases-in-the-modern-world 

Biases in IR and RSs

https://en.wikipedia.org/wiki/List_of_cognitive_biases
https://en.wikipedia.org/wiki/List_of_cognitive_biases
https://commons.wikimedia.org/wiki/File:Cognitive_bias_codex_en.svg
https://commons.wikimedia.org/wiki/File:Cognitive_bias_codex_en.svg
https://www.visualcapitalist.com/50-cognitive-biases-in-the-modern-world
https://www.visualcapitalist.com/50-cognitive-biases-in-the-modern-world


Biases can result in different treatment of users or groups of users
“The system systematically and unfairly discriminates against certain individuals or 

groups of individuals in favor of others.” [Friedman and Nissenbaum, 1996]

When are Biases Problematic?



Biases can result in different treatment of users or groups of users
“The system systematically and unfairly discriminates against certain individuals or 

groups of individuals in favor of others.” [Friedman and Nissenbaum, 1996]

However, not all biases are bad…
• Trade-off between personalization and fairness, i.e., the RS has to favor items that 

the user is likely to consume
• Case study: Popularity bias (i.e., overrepresentation of popular content)

o Should a system recommend all content items with the same likelihood?
o Should the popularity of items in the recommendation list match the popularity of items 

in the user’s consumption history (“calibration”)?
o Should it match with the item popularity in the consumption history of all users of the 

system?

When are Biases Problematic?



However, not all biases are bad…
• Trade-off between personalization and fairness, i.e., the RS has to favor items that 

the user is likely to consume
• Case study: Popularity bias (i.e., overrepresentation of popular content)

o Should a system recommend all content items with the same likelihood?
o Should the popularity of items in the recommendation list match the popularity of items in the 

user’s consumption history (“calibration”)?
o Should it match with the item popularity in the consumption history of all users of the system?

Making things even more complicated: multiple stakeholders are involved 
(e.g., content producers, content consumers, platform providers, policymakers)

→ Finding an optimal level of popularity in recommendation results is tricky! 
(often, popularity calibration is aimed for) e.g. [Abdollahpouri et al., 2021; Lesota et al., 2021]

When are Biases Problematic?



Have you experienced popularity bias when 
using retrieval or recommender systems?

ⓘ Start presenting to display the poll results on this slide.
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In which recommender systems or search engines have 
you already experienced popularity bias?
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• Individual fairness: 
Similar users are treated in a similar fashion (e.g., users with similar skills 
receive job recommendations within the same pay grade)

• Group fairness: 
Different groups of users defined by some sensitive or protected attribute 
(e.g., gender, age, or ethnicity) are treated in the same way. Accordingly, 
unfairness is defined as “systematically and unfairly discriminat[ing] against 
certain individuals or groups of individuals in favor of others.”

Fair for Whom?



Bias Measurement



 

User Demographic Bias

[Melchiorre et al., 2021]



Metric: RecGap measures performance difference of system for different user groups

User Demographic Bias

[Melchiorre et al., 2021]

• Majority of CF-based 
algorithm provide worse 
recommendations to 
female than to male users 
(w.r.t. NDCG and Recall)

• Mostly inverse 
relationship between 
accuracy (NDCG, Recall) 
and fairness



Metric: Difference between an item’s recommendation frequency and consumption 
frequency in user profiles

Popularity Bias: Simple Example

[Lesota et al., 2021]

How often is the 
item/movie 
consumed?

How often is the 
item/movie 

recommended?

Recommendation frequency of top movies recommended to male users



[Lesota et al., 2021]

Popularity Bias: More Formal / Delta Metrics



 

Popularity Bias: Delta Metrics

[Lesota et al., 2021]



Popularity Bias: Distribution-based Metrics

[Lesota et al., 2021]



Popularity Bias: Empirical Results

[Lesota et al., 2021]

 



Popularity Bias can be combined with User Demographic Bias

Popularity Bias: Empirical Results

[Lesota et al., 2021]

Most RS create an even 
higher popularity bias for 
female users than for male 
users (+/- values are relative 
to values in row All)



As a user of a recommender system, would you rather 
accept positive or negative popularity bias (i.e., overly 
popular items or overly unpopular items) in your 
recommendation list?

ⓘ Start presenting to display the poll results on this slide.
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Popularity Bias: Another Variant

• RQ: Is the popularity level/mainstreaminess of users’ listening preferences 
accurately reflected in recommendations made by algorithms?

• ~3K Last.fm users of different mainstreaminess (low, medium, high), selected from 
LFM-1b (dataset of 1B music listening records from Last.fm)

• Algorithms: User-based CF (KNN), NMF, UserItemAvg, Random, Most Popular
• Correlation between (artist) popularity and frequency of recommendation:

[Kowald et al., 2020]All RS algorithms favor popular artists (except for Random), 
irrespective of user preferences



Popularity Bias: Another Variant

 

Most RS algorithms favor popular artists, irrespective of 
user preferences



Personality Bias

• RQ: Do (music) recommender algorithms treat users with different personality traits 
equally?

• ~18K Twitter users (extracted music listening events; inferred personality traits from 
posts)

• Traits (high/low groups): openness, conscientiousness, 
extraversion, agreeableness, neuroticism

• Algorithms: SLIM, EASE (shallow AE), Mult-VAE

Neurotic people seem to 
have a narrow music taste

[Melchiorre et al., 2020]



Personality Bias: Empirical Results

• RQ: Do music recommender algorithms treat users with different personality traits 
equally?

• Summary of results:
– Open users receive worse recommendations 

(than narrow-minded users)
– Neurotics receive better recommendations
– Extraverts receive worse recommendations
– Conscientious users get worse recommendations
– Differences for agreeableness not very pronounced

[Melchiorre et al., 2020]

Performance of RS algorithms differs substantially 
between users of different personality



Bias Mitigation



Pre-processing strategies
• Data rebalancing (e.g., upsample minority group, subsample 

majority group)

In-processing strategies
• Regularization (e.g., include bias correction term/bias metric in 

loss function used to train a model)
• Adversarial learning (e.g., train a classifier that predicts the 

sensitive attribute and adapt model parameters to minimize 
performance of this classifier)

Post-processing strategies
• Reweigh/Rerank items in recommendation list
• Filter items (e.g., remove items  from overrepresented groups)

Strategies to Mitigating Harmful Biases

Pre-processing strategies
• Data rebalancing (e.g., upsample minority group, subsample majority 

group) e.g. [Melchiorre et al., 2021]

In-processing strategies
• Regularization (e.g., include bias correction term/bias metric in loss 

function used to train a model)
• Adversarial learning (e.g., train a classifier that predicts the sensitive 

attribute and adapt model parameters to minimize performance of this 
classifier) e.g. [Ganhör et al., 2022]

Post-processing strategies
• Filter items (e.g., remove items from overrepresented groups)
• Reweigh/Rerank recommendations in list e.g. [Ferraro et al., 2021]

○



Ex.: Data Rebalancing
Upsample data points by female user (to same amount created by male users)

Mitigating Harmful Biases (Pre-processing Strategy)

[Melchiorre et al., 2021]

NDCG gap between male 
and female users narrows, 
but foremost due to male 

users’ decrease in 
recommendation quality



Mitigating Harmful Biases (In-processing Strategy)

[Ganhör et al., 2022]



Ex.: Adversarial Learning
Unlearn implicit information of protected attributes while preserving accuracy

Mitigating Harmful Biases (In-processing Strategy)

[Ganhör et al., 2022]

Substantial reduction of 
encoded protected 

information at expense of 
a marginal performance 

decrease



Ex.: Adversarial Learning
Unlearn implicit information of protected attributes while preserving accuracy

Mitigating Harmful Biases (In-processing Strategy)

[Ganhör et al., 2022]

Amount of typical female 
(male) content is reduced 
for female (male) users



 

Mitigating Harmful Biases (Post-processing Strategy)

[Ferraro et al., 2021]

cf. female artists in dataset: 23.25%

cf. female artists in dataset: 22.67%



Which statement, in your opinion, best describes the 
(un)fairness of the following RS: 23% of items in the 
collection have been created by females. On average, 26% of 
items recommended by the system have been created by 
women.
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Mitigating Harmful Biases (Post-processing Strategy)

[Ferraro et al., 2021]

Female artists tend to 
occur further down in the 

recommendation lists 
→ position bias

cf. female artists in dataset: 23.25%

cf. female artists in dataset: 22.67%



 

Mitigating Harmful Biases (Post-processing Strategy)

[Ferraro et al., 2021]

Positive feedback loop 
increases exposure of 

female artists



•Do computational bias metrics really capture how users perceive fairness?● Biases are everywhere, not only in computer systems
● All algorithmic ranking systems have to cope with a variety of biases
● Some of them are desired, because they enable personalized results
● Some of them cause unfair behavior (i.e., treat different users/stakeholders 

differently)
● Most researched biases include popularity bias and demographic biases
● Coping strategies include pre-, in-, and post-processing techniques
● Many open questions (e.g., perceived bias vs. offline metrics)  [Ferwerda et al., 2023]

Summary
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Part 4:
Transparency



Outline

• Motivation & EU regulations
• Categories of Transparency
• Explainability 
• Traceability and Auditability
• Documentation



Motivation

• IR and RS systems should be able to explain their decisions 

◦ why are results shown to a user 
◦ how were results retrieved
◦ help user assess whether to trust the system

→ Particularly when decision making involves sensitive aspects

• More reasons:
◦ Reproducibility
◦ Accountability
◦ System diagnostics & performance 



EU Regulations

• Transparency key feature of EU law
• Also: expression of fairness principle related to processing personal data as 

described in Article 8 of the Charter of Fundamental Rights of the EU
• EU General Data Protection Regulation (GDPR)

◦ Transparency overarching obligation

• 3 central areas:
◦ Provision of information to data subjects related to fair processing 
◦ How data controllers communicate with data subjects in relation to their rights under GDPR 
◦ How data controllers facilitate the exercise by data subjects of their rights 

• Compliance with transparency required related to data processing under 
Directive 2016/680

https://iapp.org/media/pdf/resource_center/wp29-transparency-12-12-17.pdf

https://iapp.org/media/pdf/resource_center/wp29-transparency-12-12-17.pdf


EU Regulations

• Digital Services Act
◦ Online platforms & search engines need to be transparent in terms of recommender systems
◦ Plus, advertisements
◦ Requirements depend on size of platform measured by number of users

• Artificial Intelligence Act
◦ Transparency as a key requirement
◦ Besides: technical documentation for high-risk use cases

https://www.europarl.europa.eu/news/en/press-room/20220412IPR27111/digital-services-act-agreement-for-a-transparent-and-safe-online-environmen
https://eur-lex.europa.eu/legal-content/NL/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
t

https://www.europarl.europa.eu/news/en/press-room/20220412IPR27111/digital-services-act-agreement-for-a-transparent-and-safe-online-environment
https://eur-lex.europa.eu/legal-content/NL/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
https://www.europarl.europa.eu/news/en/press-room/20220412IPR27111/digital-services-act-agreement-for-a-transparent-and-safe-online-environment


One of the requirements for trustworthy AI

KR1. Human 
agency and 

oversight

KR2. Technical 
robustness and 

safety

KR3. Privacy 
and data 

governance

KR4. 
Transparency

KR5. Diversity, 
non-

discrimination 
and fairness

KR6. Societal 
and 

environmental 
well-being

KR7. 
Accountability

7 Key Requirements for 
Trustworthy AI

To be continuously evaluated 
and addressed throughout the 

AI system’s life cycle



Transparency and Fairness

• Fair systems not possible if systems are opaque
◦ How do algorithms work: what is in the data
◦ How are end users affected

• Transparency enables audits
◦ How does the system work
◦ And: does system create fair outputs

• User perceptions of fairness
◦ IR /RS explanations may lead to new behavior
◦ Taking fair actions; at least, informed choices



Outline

• Motivation & EU regulations
• Categories of Transparency
• Explainability 
• Traceability and Auditability
• Documentation



Related concepts: Explainability, Interpretability, Understandability, Black boxes

Major Aspects of Transparency

Simulatability DecomposabilityAlgorithmic 
Transparency



• Decision made by an algorithm should be understandable by those affected 
by the decision 

◦ Why was a decision reached based on a given input?

Transparency - Understandability

https://www.sofi.com/learn/content/do-personal-loans-hurt-credit/



The Problem of Black Boxes

• Contemporary IR & RS based on complex models: deep learning, ML
• We do not understand what is going on in the box
• Hard for users to understand why output is relevant - trust the prediction?



Do you think it is sufficient to disclose how algorithms came 
to their decision and tell how human could reverse the 
decision? Why yes? Why now?

ⓘ Start presenting to display the poll results on this slide.
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Explanations in Recommender Systems

Recommender 
Algorithm

Target 
User

Recommendation 1  
Recommendation 2
Recommendation 3

….
Recommendation n

Task: Given user-item pair, provide explanation to justify why item is 
recommended to the user



Explanations in IR

Explanations in the form of search snippets, query terms highlighted
Additional information to the search result

Search 
Algorithm

Target 
User



• Increasingly important role in user interactions with systems
◦ Trust in the system
◦ Accountability

• Model validation
• Biases, unfairness, problems with training data, legal requirements
• Improvements of model

◦ Reliability, robustness,..

Why Explainability?



What makes a good explanation?

ⓘ Start presenting to display the poll results on this slide.

https://www.sli.do/features-google-slides?interaction-type=V29yZENsb3Vk
https://www.sli.do/features-google-slides?payload=eyJwcmVzZW50YXRpb25JZCI6IjFKQWxBVlZVQkU4YWtWLThwNm9mb09wMU5UZkhBNE0tVEU0M1dsZDZ5NmpVIiwic2xpZGVJZCI6IlNMSURFU19BUEkxNTY2MjQ2OTMwXzAifQ%3D%3D


• Accuracy
• Fidelity
• Consistency
• Stability
• Comprehensibility

→ see: https://christophm.github.io/interpretable-ml-book/

Properties of Good Explanations

https://christophm.github.io/interpretable-ml-book/


Explainability in Recommender Systems

Tintarev, N., & Masthoff, J. (2011). Designing and evaluating explanations for recommender systems. In Recommender systems handbook (pp. 479–510). Springer, Boston, MA
Zhang, Y. and Chen, X. (2020). Explainable recommendation: A survey and new perspectives. Found. Trends Inf. Retr., 14(1):1–101..

“To make clear by giving a detailed description” (Tintarev et al.)

“Explainable recommendation to answer the question of why” (Zhang et al.)



Explainability in Recommender Systems

Tintarev, N., & Masthoff, J. (2011). Designing and evaluating explanations for recommender systems. In Recommender systems handbook (pp. 479–510). Springer, Boston, MA.
Zhang, Y. and Chen, X. (2020). Explainable recommendation: A survey and new perspectives. Found. Trends Inf. Retr., 14(1):1–101.

“To make clear by giving a detailed description” (Tintarev et al.)

“Explainable recommendation to answer the question of why” (Zhang et al.)

Complementary 
information

Helps ensure fairness 
regarding e.g. 
protected attributes. 
However: how to act 
upon them?



Explainability: Link to eXplainable AI (XAI)

Afchar, D., Melchiorre, A. B., Schedl, M., 
Hennequin, R., Epure, E. V., & Moussallam, M. 
(2022). Explainability in Music Recommender 
Systems. 
https://onlinelibrary.wiley.com/doi/full/10.1002/aaa
i.12056 & arXiv preprint arXiv:2201.10528.

https://onlinelibrary.wiley.com/doi/full/10.1002/aaai.12056
https://onlinelibrary.wiley.com/doi/full/10.1002/aaai.12056


XAI Notions



Local vs. Global

Local: explain model decision for 
particular user-item pair
Explain single predictions

Global: explain model logic
Tells us about the average 
behavior of the model
Helps detect systematic biases of 
the model



Intrinsic vs. Post-hoc

Intrinsic: interpretability inherent in 
the model
“White-box models”
Ex.: item kNN model

“We recommend you <artist> because it 
is similar to <artist(s)>"

Post-hoc: apply external technique to 
create interpretability
Applied for black box models

“We recommend you <artist> because it 
has <features> that you might like"



Model vs. Data

Model: explaining learned model and 
parameters
Can lead to adjustments and 
regularization, e.g. to balance 
fairness and accuracy 

“The has recommended you the item 
because it maximizes the probability of 
being co-listened with your history, 
considering all other users listening 
history"

Data: explain data characteristics
Helps find irregularities in training 
data

“why are those items co-listened in the 
first place?”



Generating Explanations: Types



Selected Further Resources

• Afchar, D., Melchiorre, A. B., Schedl, M., Hennequin, R., Epure, E. V., & Moussallam, 
M. (2022). Explainability in Music Recommender Systems. 
https://onlinelibrary.wiley.com/doi/full/10.1002/aaai.12056 & arXiv preprint 
arXiv:2201.10528.

• Yongfeng Zhang and Xu Chen (2020), “Explainable Recommendation: A Survey and 
New Perspectives”, Foundations and Trends® in Information Retrieval: Vol. 14, No. 
1, pp 1–101. DOI: 10.1561/1500000066.

• Tintarev, N., & Masthoff, J. (2022). Beyond explaining single item recommendations. 
In Recommender Systems Handbook(pp. 711-756). Springer, New York, NY.

• Zhang, Y., Zhang, Y., Zhang, M., & Shah, C. (2019, July). EARS 2019: The 2nd 
international workshop on explainable recommendation and search. In Proceedings 
of the 42nd International ACM SIGIR Conference on Research and Development in 
Information Retrieval (pp. 1438-1440).

• EARS tutorial: https://sites.google.com/view/ears-tutorial/

https://onlinelibrary.wiley.com/doi/full/10.1002/aaai.12056
https://sites.google.com/view/ears-tutorial/
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Algorithm Auditing

• Area receives increased attention in various communities: CSCW, HCI, ML
• Aim: audit algorithms for biased, discriminatory, harmful behavior

◦ alignment of systems with laws, regulations, ethics, …
• Inspired by audits in finance, security, employment,...
• Involves third part external experts:

◦ researchers
◦ developers
◦ policymakers

• Helped uncover bias in search engines, housing, hiring, e-commerce → see 
https://arxiv.org/pdf/2105.02980.pdf for cases

https://arxiv.org/pdf/2105.02980.pdf


Algorithm Auditing

Audit e-commerce sites for discrimination & price steering (Hannak et al., 2014)
• Web scraping + Amazon MTurk users as testers to audit e-commerce sites

https://personalization.ccs.neu.edu
Hannak, A., Soeller, G., Lazer, D., Mislove, A., & Wilson, C. (2014, November). Measuring price discrimination and steering on e-commerce web sites. In Proceedings of the 2014 conference on internet 
measurement conference (pp. 305-318).

https://personalization.ccs.neu.edu


Types of Algorithm Auditing Methods

Taxonomy by Sandvig et al.:
• Code audits

◦ access to code and system design
• Noninvasive user audits 

◦ surveys
• Scraping audits 

◦ send repeated queries to test behavior of system under variety of conditions 
• Sock puppet audits

◦ researchers generate fake accounts to study system behavior for different user characteristics 
or patterns of behavior

• Crowdsourced/collaborative audits
◦ researchers hire crowdworkers as testers

Christian Sandvig, Kevin Hamilton, Karrie Karahalios, and Cedric Langbort. 2014. Auditing 
algorithms: Research methods for detecting discrimination on internet platforms. Data and 
Discrimination: Converting Critical Concerns into Productive Inquiry (2014).
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• Code audits

◦ access to code and system design
• Noninvasive user audits 

◦ surveys
• Scraping audits 

◦ send repeated queries to test behavior of system under variety of conditions 
• Sock puppet audits

◦ researchers generate fake accounts to study system behavior for different user characteristics 
or patterns of behavior

• Crowdsourced/collaborative audits
◦ researchers hire crowdworkers as testers

Christian Sandvig, Kevin Hamilton, Karrie Karahalios, and Cedric Langbort. 2014. Auditing 
algorithms: Research methods for detecting discrimination on internet platforms. Data and 
Discrimination: Converting Critical Concerns into Productive Inquiry (2014).



Limits of Algorithm Auditing Methods

• Auditing requires technical expertise that might not always be available
◦ Frequently: NGOs like AlgorithmWatch doing audits

https://algorithmwatch.org

https://algorithmwatch.org


Limits of Algorithm Auditing Methods

• Many harmful algorithmic behaviors are hard to detect outside situated 
contexts
◦ bias happens in specific social / cultural dynamics 
◦ challenging to anticipate real-world contexts

• Crowdworkers may not represent demographics of investigated system
◦ biases might still be undetected

• Expert-driven audits might miss harmful behavior!



Everyday Algorithm Auditing

• Idea: everyday users detect problematic system behavior via day-to-day 
interactions with system

• Recent work looked at what strategies users apply in such user-driven audits

DeVos, A., Dhabalia, A., Shen, H., Holstein, K., & Eslami, M. (2022, April). Toward User-Driven Algorithm Auditing: Investigating users’ strategies for 
uncovering harmful algorithmic behavior. In CHI Conference on Human Factors in Computing Systems (pp. 1-19).



Examples: Everyday Algorithm Auditing

136

https://arxiv.org/pdf/2105.02980.pdf

https://arxiv.org/pdf/2105.02980.pdf
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• Aim: transparency on datasets used to train 
and evaluate ML models
◦ dataset creation process, possible 

sources of bias
• Questions: motivation, composition, 

collection, pre-processing, labeling, 
intended uses, distribution, and 
maintenance. 

Datasheets for Datasets

Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., Iii, H. D., & Crawford, K. (2021). 
Datasheets for datasets. Communications of the ACM, 64(12), 86-92.



• Aim: transparent model reporting
◦ performance characteristics of trained 

ML model
• Idea: release model cards in addition to 

datasets
• Contains: 

◦ model details, intended use, metrics, 
training data, evaluation data, ethical 
considerations

Model Cards

Margaret Mitchell, Simone Wu, Andrew Zaldivar, Parker Barnes, Lucy Vasserman, Ben Hutchinson, Elena Spitzer, Inioluwa 
Deborah Raji, and Timnit Gebru. 2019. Model Cards for Model Reporting. In Proceedings of the Conference on Fairness, 
Accountability, and Transparency (FAT* '19). Association for Computing Machinery, New York, NY, USA, 220–229. 
https://doi.org/10.1145/3287560.3287596



Have you used datasheets / model cards in your work 
or have you created such documentation?

ⓘ Start presenting to display the poll results on this slide.
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Audience Q&A Session

ⓘ Start presenting to display the audience questions on this slide.
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Part 5:

Open Challenges



• Which technological foundation do we need to debias data and algorithms in 
state-of-the-art ranking systems, such as IR and RS?

• How should requirements and aims of various stakeholders (e.g., content 
creators and consumers, platform providers, policymakers) be accounted for?

• Do computational bias metrics really capture how users perceive fairness?
• What are economic and social consequences of biases resulting from IR and 

RS technology adopted in high-risk areas (e.g., in recruitment, healthcare)?
• What are the legal implications of unfair or intransparent algorithms?

Open Challenges (Bias and Fairness)



• What level of transparency is useful for the needs of different stakeholders 
and how can transparency be adjusted depending on varying needs? 

• What is the relation between explanations and perceived fairness? 
• What are effective explanation types for different retrieval and 

recommendation domains?
• What do explanations tell us about the user? What ethical and privacy 

implications can arise?

Open Challenges (Transparency)



• How to collectively set targets and indicators for social impact, e.g. diversity, 
impact on jobs, environment? 

• Which methodologies should be put in place to assess the short-term and 
long-term social impact of algorithms, to be able to maximize opportunities 
while avoiding risks? 

• Which data may researchers need from real-world scenarios to carry out  
evaluations on different aspects, e.g. fairness, transparency or social and 
environmental impact? 

Open Challenges (Social Impact)



Which are the most important open challenges that 
research should address, in your opinion?

ⓘ Start presenting to display the poll results on this slide.
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